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Abstract
An important approach to understanding and mitigating the
spread of misinformation is to recognize whether a given
social media post aligns with the false information (that is,
agreeing with it) or disagreeing with it. In this paper, we
present CoMID, a method that detects whether a tweet agrees
or disagrees with a misinformation claim, based on the con-
tent of the tweet and the author’s propensity to spread mis-
information. To calculate the propensity of the user, we uti-
lize their past tweets and profile description based on a new
model. We evaluate this method on our newly introduced
dataset, “COVID-Myths”, and compare it to existing state-
of-the-art content-only and user & content-based methods.
In general,the proposed model, CoMID, is beneficial and
achieves a 5% performance gain (in terms of the F1 score)
compared to the best-performing baseline. Additionally, we
evaluate the generalizability of CoMID in a zero-shot set-
ting by leveraging only the weakly supervised data. CoMID
achieves state-of-the-art performance in this setting, which
suggests the effectiveness of utilizing user data to capture
propensity.

Introduction
The wide dissemination of misinformation on social media
has detrimental effects on society. It surfaces on different
online platforms, and different topics such as finance, poli-
tics, health, etc. Since early 2020, the world has encountered
a wave of misinformation around the COVID-19 pandemic,
which posed a profound threat to public health.

The most common approaches to address misinformation
in general are post-based methods using textual content and
using lexical and syntactic features of the post (e.g. (Ma et al.
2016; Wang et al. 2021; Silva et al. 2021)). Deep learning-
based methods also have recently shown promising results
in this area (e.g., (Ruchansky, Seo, and Liu 2017; Zhang
et al. 2020; Vlad et al. 2019; Ding, Hu, and Chang 2020;
Weinzierl, Hopfer, and Harabagiu 2021)). Another line of
studies combines knowledge sources with posts to improve
predictions (e.g., (Sheng et al. 2022; Cui et al. 2020; Hu
et al. 2021; Pan et al. 2018; Dun et al. 2021; Thorne et al.
2018; Aly et al. 2021; Shaar et al. 2020)) which rely only on
the content features of the post and might be domain depen-
dent and less likely to generalize to other domains or topics.
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We formulate the detection of misinformation as a misin-
formation alignment problem. Given social media posts, our
task is to develop a model to predict the stance of a given so-
cial media post towards the pre-defined set of false claims.
We utilize user information. Users have valuable informa-
tion that can help detect misinformation alignment (Shu
et al. 2019). An important source of useful features are their
historical posts which have been helpful in detecting fake
news (Dou et al. 2021). We use historical user posts and
explore this problem in a real-world scenario, where a new
false claim and its relevant social media posts are not avail-
able. In our model CoMID, we first retrieve the user posts
that are most similar to the candidate misinformation post
(which we call the target post/tweet from now on), then we
capture the user’s propensities to spread misinformation us-
ing these posts.

To evaluate our model, we introduce the COVID myths
dataset, with the alignment of social media posts to previ-
ously debunked COVID-19 myths. This dataset consists of 8
claims that have emerged and been debunked during the pan-
demic by verified sources and 3, 528 labeled tweets. These
tweets have been annotated as either “agreeing with a mis-
information claim, “disagreeing with it, or “neither”.

Additionally, we evaluated our model’s ability to incor-
porate new claims by transfer learning on four publicly
available COVID-19 misinformation datasets. We pre-train
our model, CoMID on this large weakly labeled dataset
and evaluate it on COVID-Myths in zero-shot and limited-
data settings (i.e., we used a few hundred data cases from
COVID-Myths for training). Our findings show that our
model can successfully use out-of-domain data to improve
performance on the COVID-Myths dataset. Our main con-
tributions can be summarized as follows:

• We introduce CoMID which utilizes the historical posts
of the users to capture the propensity to misinformation
in a novel approach.

• We introduce a new COVID-Myths dataset with 8 false
claims about COVID-19 with 3, 528 labeled tweets.

• Experimental analysis of unseen false claims shows that
CoMID has 5% performance gain in F1 score over the
state-of-the-art model (Dou et al. 2021). Furthermore, we
show that CoMID benefits greatly from transfer learning
on in-domain weakly supervised dataset compared to the
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Figure 1: Overview of the proposed CoMID framework. Given
a tweet, (1) we extract sentence embedding rept, and (2) we con-
catenate the top k tweets of the user, with user description du and
extract their sentence embeddings repu and concatenate these rep-
resentations and their absolute difference |rept − repu| in a repre-
sentation layer to predict misinformation alignment.

best-performing SOTA model, which suggests the effec-
tiveness of CoMID in detecting misinformation on never
or rarely seen topics.

Framework
We detect the misinformation alignment of a social me-
dia post with one or more claims in our database of false
claims (i.e., agreeing). A non-alignment indicates that the
post is either irrelevant or neutral or refutes the misinfor-
mation and/or provides counter arguments (i.e., disagreeing,
neither). We utilize social media posts from Twitter, and thus
we define the posts as tweets from now on.

We have a dataset, TL = {t11, t22, . . . , tuN} of N
tweets. Here, tui is a tweet from user u and Su =
{cu1 , cu2 , . . . , cuM

} is the set of historical tweets from u.
Here, cui is the i-th tweet from the timeline of u. TL and Su

are disjoint, which means that the dataset of tweets and his-
torical tweets are separate. In addition, we have the profile
description du, which is a sequence of tokens representing
u. We use yi to define the misinformation alignment label of
tweet tui , which can be agree, disagree, or neither. The label
agree indicates that a tweet aligns with a false claim from
a set of pre-defined ones, whereas disagree indicates mis-
alignment of a tweet with misinformation and neither corre-
sponds to tweets that are either unrelated or pose no stance
towards the misinformation. Thus, our data instance is a tu-
ple of (tui ,Su, du), for which our task is to predict the false
claim alignment yi of tui . Thus, unlike existing text classifi-
cation approaches that rely on encoding textual content, we
also encode the user profile based on description and history
for effective alignment detection.

As we focus on representing both content and user, our
model has two main components: 1) Content encoder, and
2) User encoder. The former extracts textual information
from tui by obtaining its vectorized representation using pre-

trained language models. In particular, we use a pretrained
SBERT (Reimers and Gurevych 2019) to encode tui . The
pre-trained encoder returns the representation of the tokens
in tui . Finally, we apply the mean pooling to the token se-
quence to obtain an aggregated representation, rept.

The User encoder captures the propensity of users
to spread misinformation by representing their historical
tweets, Su and their profile description du. Not all the past
tweets of the user are related to the target tweet. Thus, to
encode user information for a proclivity to mis/information,
we employ only the most relevant tweets of the user to the
target user. This is achieved by setting the target tweet tui as
a query and the set of tweets in Su as candidates. We use
SBERT representation with cosine similarity to compute the
semantic textual similarity between the query and each of
the candidates. We select the topk similar candidates to rep-
resent the user. This retrieval approach benefits the model
both in revealing the most relevant tweets and in filtering
out many user tweets that do not provide useful information.
Another important user feature is their profile description,
du, which provides valuable information about the user and
could provide a summary of their timeline tweets. We also
utilize this information in our user encoder.

Given k past tweets (that is,{cu1, .., cuk} and the descrip-
tion of the user profile du, we concatenate these inputs sep-
arated by the [SEP] token and encode the concatenated se-
quence using SBERT. We concatenate these user tweets as
a single sequence. Longer sequences are truncated to the
SBERT sequence-length limitation (512 tokens). Finally, to
obtain user representation, similar to the content encoder, we
apply mean pooling to this sequence and name it repu.

Finally, we incorporate the output of each of the encoders
above (i.e., rept and repu) by concatenation in a final rep-
resentation layer. This representation layer is then fed into a
neural classifier with a fully connected layer to predict mis-
information alignment. We then optimize cross-entropy loss.
Figure 1 shows the details of the CoMID model.

Dataset Construction
Our dataset, COVID-Myths, is a collection of COVID-19-
related tweets that we annotate with false claims. We use
eight fact-checked false claims1, factcheck.org2, PolitiFact3
and obtain an annotation for a tweet as the entitlement be-
tween the tweet and a false claim.

We use Twitter’s search API to obtain tweets that match a
list of COVID-19-related terms and that were published be-
tween January 2020 and April 2021. Then, for each of the
eight false claims, we compute its similarity score with each
of the collected tweets. The similarity score is based on the
cosine similarity of the SBERT representations of the false
claim and a tweet. For each false claim, we consider the top
500 similar tweets for human annotation. We obtain anno-
tations from Mechanical Turk 4 annotator, who determines
the entitlement of each of the tweets toward the false claim

1https://www.snopes.com/
2https://www.factcheck.org/
3https://www.politifact.com/
4https://www.mturk.com/



query. We use “agree”, “disagree” or “neither” as labels to
obtain judgments for entitlement.

We carry out the annotation task based on an approved
IRB protocol. Annotators were paid according to the min-
imum wage of the MA, United States. Annotators are lo-
cated in the United States and are at least 18 years of age.
We use an averaging metric for inter-annotator agreement
and compute it by averaging over majority votes over all
the votes. Finally, we evaluate the quality of the annotations
and validate the data measures of inter-annotator agreement.
We have an 85.8% inter-annotator agreement from our an-
notators. To evaluate the quality of the annotations, we ran-
domly selected fifteen tweets from each false claim (5 from
each previously labeled class) and asked workers (who are
different than the previous workers) on Mechanical Turk to
re-annotate them. Overall, we had an agreement of 85.8%
between the annotators. Our annotated 3, 528 tweets can be
broken down into 1248 agree labeled tweets, 1082 disagree,
and 1199 neither belonging to 3021 unique users. We will
release this dataset for public use.

Experiments
We use PyTorch5 and Huggingface libraries (Wolf et al.
2020) to implement our models. We train our model on an
NVIDIA GeForce RTX 2080 Ti device with a learning rate
of 2e − 5 and a batch size of 8. In order to find the best
value for the number of similar historical tweets to represent
a user, we experimented with five, ten, and twenty similar
tweets. We found ten similar tweets to be optimal based on
the performance of the validation set.

To take advantage of the past tweets of a user for comput-
ing the user representation, we concatenate them to form a
single input. Our data analysis reveals that the mean of the
sequence lengths of the historical tweets from users is 23 to-
kens. Thus, we set the maximum length of each of the ten
historical tweets at 40, resulting in a concatenated sequence
that is 400 tokens long. We also set the maximum sequence
length of the tweet we classify at 200 in all experiments.

We report F1, Precision, Recall and Accuracy after macro
averaging over three classes of agree, disagree, and neither.
All metrics are averaged over 5 runs initialized with five ran-
dom seeds. We compare the performance of CoMID against
several state-of-the-art baseline models that consider con-
tent and/or user representations for misinformation align-
ment detection. The baselines are described below:

UPFD-EXO (Dou et al. 2021) has two encoders: i) an en-
dogenous encoder to encode content and historical posts;
and ii) an exogenous encoder which is a graph neural net-
work of users. As we do not have user connectivity informa-
tion in our dataset, we do not utilize any graph networks. We
implement UPFD without an exogeneous encoder named
UPFD-EXO. In this model, each historical post of the user
is given as a sequence to BERT and then averaged over all
user posts to obtain a single-user presentation and the model
does not have a dynamic user encoder to be fine-tuned along
with a content encoder. Note that UPFD-EXO utilizes Bert-

5https://pytorch.org/

Large-Cased for averaging historical posts as embedding.
Since in our study we use SBERT, for a fair comparison, we
also implemented UPFD-EXO using SBERT as an encoder,
and we name it UPFD-EXO (SBERT). We additionally eval-
uate UPFD-EXO (SBERT) in the k = 10 most similar user
tweets setting and name it UPFD-EXO10 (SBERT).

D-AVG stands for Dynamic Averaging. After extracting
k most similar user tweets, instead of concatenating these
tweets, we encoded each tweet using SBERT separately.
The output of this encoder is a k × d dimensional vector
where d refers to the dimension of each user tweet represen-
tation. Finally, we averaged these k vectors to get a single-
user representation. Unlike UPFD-EXO, in this encoder, the
user representation is not computed beforehand, i.e., the user
encoder is fine-tuned along with the content encoder in the
training phase to leverage content information.

I-XLM-R (Kazemi et al. 2021) This model is a multilin-
gual embedding model trained for claim-matching the pre-
viously fact-checked claims.

RoBERTa-Base is the base cased RoBERTa (Liu et al.
2019).

SBERT is sentence BERT. We fine-tune these models with
our data and report results on the test dataset.

Results
Generalizability to Unseen Claims. We evaluate the ef-
fectiveness of our model in a real-world scenario where we
might receive social media posts in a stream related to a
wide range of emerging claims. In other words, we train on
data belonging to 7 out of the 8 false claims in our dataset
(COVID-Myths) and leave data belonging to one of the false
claims as test data only.

The experimental results for this scenario are shown
in Table 1. Our proposed method achieves a performance
gain of around 5% in both the F1 score and the accu-
racy compared to the best-performing baseline, UPFD-EXO
(SBERT). A comparison between UPFD-EXO (SBERT)
and UPFD-EXO also suggests that using a sentence-based
BERT encoder achieves better performance. Additionally,
our modification of UPFD-EXO (SBERT) to average over
only 10 most similar user tweets UPFD-EXO10 (SBERT)
instead of all user tweets shows a minimal performance
loss which suggests a nontrivial advantage for using all user
posts.

In general, these results suggest that CoMID is able to
mitigate the difficulty of predicting tweets about an unseen
claim better than the baselines. Moreover, it shows the ro-
bustness and generalizability of CoMID in scenarios that are
closer to misinformation detection in the wild where social
media posts can be received in a stream of new claims.

Pre-training on Weakly labeled data. We examine the
effectiveness of our method in a larger domain. To this
end, we train our model and the baselines on a combined
collection of two human-labeled and two weakly labeled
datasets. We evaluated the trained models in our COVID-
Myths dataset to investigate how transferable COVID-19



Table 1: Comparison between different baseline models. The results are given as the average of 8 runs, leaving one false claim out for testing.
Statistically significant results (based on the t-test) of the best-performing baselines (UPFD-EXO (SBERT)) compared to CoMID are denoted
by a star (∗p ≤ 0.01) and the best scores are presented in bold font.

Model Agree Disagree Neither
F1macro Acc F1 P R F1 P R F1 P R

UPFD-EXO 44.9 48.9 29.3 57.9 22.2 47.7 62.4 43.3 55.0 43.5 77.4
UPFD-EXO (SBERT) 49.1 52.8 34.4 64.9 23.5 56.6 65.2 50.0 56.3 45.1 75.1
UPFD-EXO10 (SBERT) 50.0∗ 53.0∗ 34.8∗ 66.6∗ 26.4∗ 58.6∗ 65.5∗ 57.2∗ 56.7∗ 46.5∗ 75.6
D-AVG 49.9 52.7 36.7 63.0 29.0 56.3 64.5 55.9 56.7 47.7 73.5
RoBERTa 48.2 51.1 32.6 63.8 24.3 55.6 66.4 52.9 56.4 45.8 76.5
SBERT 49.3 51.4 34.1 64.2 25.1 57.2 65.1 54.3 56.5 46.0 74.9
I-XLM-R 43.2 47.5 26.0 59.1 18.9 48.8 59.6 46.4 54.8 43.8 76.1
CoMID 51.0∗ 53.8∗ 36.4∗ 65.4∗ 28.2∗ 59.6∗ 65.9∗ 58.4∗ 56.9∗ 47.3∗ 74.9∗

misinformation models are. The datasets we use for training
are COVIDLIES (Hossain et al. 2020), COVID-CQ (Mutlu
et al. 2020), COAID (Cui and Lee 2020), and ReCOV-
ery (Zhou et al. 2020). COVIDLIES (Hossain et al. 2020)
consists of 6761 expert-annotated tweets related to 86 mis-
conceptions on whether they agree, disagree, or have no
stance towards them. COVID-CQ consists of more than 14
thousand annotated tweets on “the use of chloroquine for
COVID-19 treatment.” topic Agree/Disagree and No stance
labels. CoAID (Cui and Lee 2020) is a weakly-labeled
dataset that is derived from the engagement of 296000 users
with 4251 fake/real labeled news articles. ReCOVery (Zhou
et al. 2020) is derived from 140000 social engagements with
more than 2000 reliable/unreliable news articles. To align la-
bels, we use the Twitter engagement data from the CoAID
and ReCOVery datasets. Given fake/unreliable news/claims
and the corresponding engagement tweets, we pair them as
premise and hypothesis and input them into the RoBERTa-
MNLI model and the output is used as weak labels.

we pre-train CoMID on this collection of more than 70K
weakly labeled datasets and use this model for transfer-
learning on the COVID-Myths dataset. We evaluate this
model in two settings: 1) In the “zero-shot” setting where
we do not fine-tune any COVID-Myths dataset and 2) In
the “limited-data” setting where we fine-tune a few ran-
domly sampled “COVID-Myths” instances. We pre-train
both CoMID and UPFD-EXO and compare their perfor-
mance. Figure 2 shows the results with respect to this ex-
periment. As can be seen, CoMID can leverage weakly la-
beled dataset better than UPFD-EXO (SBERT) both in the
limited-data setting and the zero-shot setting. Moreover, we
observe that CoMID is able to close the performance gap
between full-training and limited-training faster and with
fewer data compared to UPFD-EXO (SBERT) indicating
better domain adaptation and generalizability of the pro-
posed method. However, the substantial performance gap
between zero-shot setting and full training on the COVID-
Myths dataset both in CoMID and UPFD-EXO shows the
need for improvement in such approaches.

Figure 2: Comparison between pre-trained CoMID and UPFD-
EXO (SBERT) in zero-shot setting (with 0 added data from
COVID-Myths for fine-tuning) and limited-data setting.

Conclusion
We propose CoMID and incorporate user timeline posts
along with user bios to capture the misinformation propen-
sity of users for COVID-19 misinformation alignment de-
tection on Twitter. Our extensive evaluations show that Co-
MID outperforms the state of the art in the leave-one-claim-
out setting. We also show that pre-training this method on
weakly labeled dataset facilitate transfer learning by need-
ing fewer training data for fine-tuning. Furthermore, we in-
troduce the “COVID-Myths” dataset with 3528 annotated
tweets.
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