Abstract
The use of machine learning algorithms for the detection of abusive language online has a massive impact on the timely and proactive removal of harmful content from the Web. However, such systems are far from perfect. One critical bottleneck towards the development of more effective technologies is the lack of proper evaluation procedures. If unreliable systems achieve astonishing scores with traditional metrics, how do we recognise progress when we see it? The workshop on Novel Evaluation Approaches for Text Classification Systems aims to encourage a wider conversation about how misinformation detection, abusive language detection, sentiment analysis and related tasks should be evaluated. It promotes the design of new evaluation metrics and benchmarks that better capture a system's performance, and the development of new systems that perform better on these novel metrics. The workshop was held for the second time this year. This introduction to the workshop proceedings provides a summary of contributions.

Introduction
The automatic or semiautomatic analysis of textual data is a key approach to analyse the massive amounts of user-generated content online, from the identification of sentiment in text and topic classification to the detection of abusive language, misinformation or propaganda. However, the development of such systems faces a crucial challenge. Static benchmarking datasets and performance metrics are the primary method for measuring progress in the field, and the publication of research on new systems typically requires demonstrating an improvement over state-of-the-art approaches in this way. Yet, these performance metrics can obscure critical failings in current models. There is clearly a need to rethink performance evaluation for text classification and analysis systems to be usable and trustworthy.

Recently there have been attempts to address this problem. For example, in abusive language detection, there are both static datasets of hard-to-detect examples (Röttger et al. 2021) and dynamic approaches for generating such examples (Calabrese et al. 2021). On the platform DynaBench (Kiela et al. 2021), benchmarks are dynamic and constantly updated with hard-to-classify examples, avoiding overfitting a predetermined dataset.

The goals of the ICWSM workshop on Novel Evaluation Approaches for Text Classification Systems (NEATCLasS) are to facilitate discussion around such new evaluation approaches, to stimulate the development of new and refinement of existing ones, to promote the use of novel metrics for abuse detection, sentiment analysis and similar tasks within the community, in order to better be able to measure whether models really improve upon the state of the art, and to encourage a wide range of models to be tested on these new metrics.

The second iteration of the workshop took place on 5 June 2023, in conjunction with the International AAAI Conference on Web and Social Media (ICWSM-2023).

Talks
The workshop started with a keynote talk from Dr Kiran Garimella, Assistant Professor in the School of Communication and Information at Rutgers University, on fact-checking on encrypted platforms.

Crowdsourced annotations, especially for subjective tasks, are often characterised by high levels of disagreement. Mestre et al. (2023) show this on the example of argumentative relations in political debates. Their research highlights the need for more robust evaluation metrics for subjective crowdsourcing tasks.

Jafari et al. (2023)’s work is on the task of detecting whether a given social media post agrees or disagrees with false information (misinformation alignment detection). They present a dataset, COVID-Myths, of 3528 annotated tweets and a model, CoMID, that is extensively evaluated.

Strathern and Pfeffer (2023) present a classification scheme with 11 classes of online misogyny and apply it to a case from social media when Amber Heard received online abuse after making allegations of domestic violence against Johnny Depp. The researchers show that a lot of implicit online misogyny is not captured by the Perspective API which is widely used for detecting toxic language.

In their demo paper, Althenayan et al. (2023) present Toxicity Inspector, which addresses the challenge of subjective and perceptions of toxicity by employing an iterative, human-in-the-loop feedback process. They also present a...
Finally, Assenmacher et al. (2023) investigate how abusive language and social bot detection researchers share Twitter data. They show that the strategy of sharing Twitter IDs and asking recipients to “rehydrate” the data by re-requesting them from the Twitter API leads to data loss because tweets may have been removed in the meantime. This approach is further complicated by recent API changes. The researchers propose recommendations for dataset creators. Based on the review scores, this contribution was honoured with the NEATCLasS 2023 Best Paper Award.

**Group Activity**

The workshop included an interactive group activity where participants could use a notebook provided by the organisers to qualitatively evaluate the reasoning capabilities of a large language model (i.e., ChatGPT). By using the ETHICS dataset (Hendrycks et al. 2021) participants tested ChatGPT’s ability to provide moral judgments that align with human values. In case of wrong predictions, participants were asked to investigate the presence of potential flaws in the model’s reasoning process by querying ChatGPT for an explanation. The activity therefore touched two topics that are core to the workshop: 1) evaluation and model diagnostic, and 2) annotations for tasks involving subjective judgements. In the discussion that followed the activity, participants highlighted how most wrong predictions were still supported by a fair reasoning and often justified by a lack of context. Interestingly, all explanations provided by ChatGPT were coherent with the predicted moral judgements.

**Discussion**

Text classification tasks based on social media data and other online interactions, such as the detection of abusive and hateful language, have arguably long had issues with benchmarking and evaluation due to issues with data access (Bruns et al. 2018), data sharing (Assenmacher et al. 2022) and subjective annotations (Waseem 2016). However, the last few years have seen further dramatic changes in computational social science and natural language processing that have compounded these issues:

The rapid pace at which new and ever bigger language models are released raises important questions for academic research. In a time where it is easier than ever to apply a language model for an ad-hoc task in the absence of any labelled data, effective evaluation strategies are sorely needed.

There is increasing awareness of biases in large language models (Navigli, Conia, and Ross 2023). Clearly, it is not sufficient to merely measure the performance of a system before deploying it, but it also needs to be checked how susceptible it is to such biases. A great deal of thought needs to go into such checks to avoid publishing a system that unwittingly harms groups of users who were not thought about or involved in its design (Ungless, Ross, and Belle 2023).

Yet, perhaps the dominant topic of conversation at ICWSM this year was the sudden announcement from Twitter to make fundamental changes to its API and its pricing model. Five years after Facebook tightened API restrictions as a result of the Cambridge Analytica scandal, this has reminded us all once again that access for researchers to relevant online conversations is not a given, but that unless we find more permanent solutions, we are at the mercy of corporations granting access to such data.

It is clear that evaluation in our field faces more and more challenges and that the questions do not have simple answers. The NEATCLasS workshop provides an opportunity to discuss and publish work that addresses these questions, and each of the research papers presented at this year’s workshop tackled some of the issues that the field is facing. We look forward to continuing these important conversations and to keeping the topic of evaluation on the agenda of computational social science researchers.
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