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Abstract

The proliferation of political memes in modern infor-
mation campaigns calls for efficient solutions for im-
age classification by ideological affiliation. While sig-
nificant advances have recently been made on text clas-
sification in modern natural language processing litera-
ture, understanding the political insinuation in imagery
is less developed due to the hard nature of the prob-
lem. Unlike text, where meaning arises from juxtaposi-
tion of tokens (words) within some common linguistic
structures, image semantics emerge from a much less
constrained process of fusion of visual concepts. Thus,
training a model to infer visual insinuation is possibly a
more challenging problem. In this paper, we explore an
alternative unsupervised approach that, instead, infers
ideological affiliation from image propagation patterns
on social media. The approach is shown to improve the
F1-score by over 0.15 (nearly 25%) over previous un-
supervised baselines, and then by another 0.05 (around
7%) in the presence of a small amount of supervision.

1 Introduction
The paper addresses the challenge of unsupervised classi-
fication of digital images (e.g., memes) by ideological af-
filiation. While it is common to describe ideology as a
scale from liberal to conservative (or left to right), this is
not the definition we adopt in this paper. Ideological di-
vides can arise for many reasons including religious differ-
ences, disagreements on historical context, and incompat-
ibilities in the ranking of moral values (e.g., fairness ver-
sus loyalty), among many others. The classification algo-
rithm aims to distinguish visual content of two conflicting
sides of an ideological divide without a prior understand-
ing of the nature of the underlying divide. The work is
motivated by the proliferation of memes and other visual
aids in marketing (Levinson 2001), social movements (Mina
2019), and political campaigns (Martı́nez-Rolán, Piñeiro-
Otero, and others 2016), thus generating interest in automat-
ing the analysis of ideological and semantic connotations of
images (Kiela et al. 2020; Theisen et al. 2021). Automat-
ing machine interpretation of such visual content as memes,
however, is arguably a harder challenge than automating
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scene understanding (Naseer, Khan, and Porikli 2018; Grant
and Flynn 2017; Xue, Fang, and Zhang 2018) or text under-
standing (Brown et al. 2020) due to the much less structured
nature of the underlying creative process behind meme gen-
eration. New memes often utilize unique and subtle juxta-
positions of concepts, whose novel nature challenges self-
supervised models trained on existing patterns. This work
skirts the problem by exploring an alternative unsupervised
approach to image interpretation. Namely, we use visual
similarity and interaction patterns between users and (fami-
lies of) images to classify images by ideological leaning.

The idea of exploiting user-content interactions for un-
supervised content classification has previously been ex-
plored by the authors in the context of classifying text
posts (Al Amin et al. 2017; Li et al. 2022; Yang et al. 2020b).
It stems from the observation that users interact with con-
tent that matches their beliefs. Thus, in an ideological clash,
characteristic of today’s growing polarization (Lelkes 2016;
Petri and Biedenkopf 2021), different groups of users in-
teract with different content items depending on their ide-
ological leaning. While the classification algorithm need not
know the ideological leaning of users ahead of time, it can
cluster content by the way it propagates, thereby separating
content into ideologically aligned categories.

This paper explores the logical follow-up question: can
the same approach be successfully applied to images? How
well will it work, and what design parameters are relevant
to improving its performance? The underlying reason why a
classification approach that relies on observing user-content
interactions is of interest lies in that social media (the main
digital media where memes propagate in the first place) as-
sociate posts with sources. This association allows one to
assess ideological similarity among posts by assessing simi-
larity in the sets of users (i.e., sources) who propagate them.
This similarity measure is entirely independent of user iden-
tity, which can in fact be kept anonymous to the classifier.
The unsupervised algorithm, therefore, does not exploit user
features (and passed the IRB approval process).1

More specifically, in this paper, we use a modified vari-
ational graph auto-encoder, originally proposed for improv-
ing feature disentanglement in the latent space (Shao et al.

1This work passed the ethical approval process by the institu-
tional review board (the IRB) and was deemed exempt.



2020) and subsequently adapted for (ideological) belief rep-
resentation learning (Li et al. 2022). The adapted version,
called InfoVGAE, is applied to a bipartite graph of sources
and visual assertions, each representing a group of very sim-
ilar images or memes. The graph is mapped into a latent
space where visual assertions of a similar ideological lean-
ing are clustered together. We evaluate the approach based
on image dataset we collected from online controversies
over the Russia-Ukraine war. The evaluation shows that the
approach is successful at separating two clusters of ideolog-
ically distinct images; one represents pro-Kremlin imagery
and the other pro-Ukraine imagery.

The rest of the paper is organized as follows. Section 2 re-
views some background and presents our InfoVGAE-based
image embedding algorithm. Section 3 describes the data set
used for evaluation and presents evaluation results. Section 4
discusses limitations of the current approach and proposes
avenues for future work. Section 5 summarizes related work.
The paper concludes with Section 6.

2 Image Embedding and Classification
This section takes the reader through the step-by-step pro-
cess of (i) identifying visual themes in messages, called vi-
sual assertions, (ii) constructing the user-assertion interac-
tion graph from social media data, and (iii) performing self-
supervised embedding on the resulting graph into a lower-
dimensional ideological space. Semi-supervised extensions
are also described.

2.1 Identifying Visual Assertions
In order to identify meaningful user-content interactions, we
first need an approach for recognizing (and grouping to-
gether) content items that have very similar semantics. Each
group of nearly identical items represents essentially the
same intended message. Identifying such groups makes it
easier to learn how a community propagates similar items.

We call each semantically-similar group of items an as-
sertion. In this case, we are referring specifically to images.
Thus, for the purposes of this work, we define a visual as-
sertion as a set of images that share a high degree of sim-
ilarity. We further assume that a given image is associated
with at most one visual assertion, although extensions to
many-to-many mappings are possible. Different definitions
of image similarity will lead to different interpretations of
what a visual assertion represents. In this work, we focus
on near-duplicate images (i. e., sets of images that were very
likely derived from each other through operations like resiz-
ing, cropping, recompression, color adjustment, or adding
text-overlays, amongst many others). Examples of two vi-
sual assertions are shown in Figure 1. Specifically, we use
a keypoint-based approach to identify near-duplicate im-
ages, where we declare a pair of images as near-duplicates if
there is a sufficient number of matching ORB (Rublee et al.
2011) keypoints across both images, and if the affine image-
to-image mapping estimated with RANSAC (Fischler and
Bolles 1981) from the set of detected keypoints is empir-
ically sensible. We can then compile the set of visual as-
sertions from the cluster graph obtained from all detected

pairs of near-duplicates in the set of candidate images. We
narrow down the set of candidate images prior to the near-
duplicate detection by excluding pairs of images with a low
cosine similarity in the CLIP (Radford et al. 2021) embed-
ding space.2

2.2 Constructing the User-Image Interaction
Graph

Given an algorithm for clustering similar images into visual
assertions, described above, we construct a user-assertion in-
teraction graph as follows:

• Step 1: Extract the user(s) who posted each individual
image in the collected image dataset. This is typically a
straightforward look-up of object metadata using the re-
spective social network API.

• Step 2: Cluster the images based on the method proposed
in Section 2.1. Represent each image cluster by a visual
assertion node.

• Step 3: Represent each user by a user node. Link each
user node to all visual assertion nodes to which the user
contributed images.

After applying the above procedure, we can model the
users and visual assertions by a Bipartite Heterogeneous In-
formation Network (BHIN) (Sun and Han 2012) given by a
graph G = fV; Eg, where the number of vertices, jVj = N ,
is the sum of user and assertion vertices, and the number of
edges, jEj = M , is the number of user-assertion links, as is
shown in Figure 2. There are two vertex types in the graph,
users and visual assertions. In general, the number of edge
types could be R, representing different operation types in
the social network, such as posting, commenting, replying,
etc. In our implementation, we use only one edge type that
represents posting/reposting.

2.3 Unsupervised Embedding
We embed the user-assertion interaction graph, described
above, into a lower-dimensional latent space using a version
of variational graph auto-encoders, called InfoVGAE (Li
et al. 2022). Each dimension in the latent space represents
a different ideological leaning. Thus, in the case of a two-
sided conflict, we embed the user-assertion interaction graph
into a two-dimensional space. The loss function of the em-
bedding algorithm (i.e., the criterion optimized by the place-
ment of nodes in the latent space) encourages (i) placing
pairs of nodes connected by an edge onto the same latent
axis, and (ii) placing pairs of nodes with no common edge
onto geometrically orthogonal axes. Thus, content propa-
gated by largely different sets of users ends up mapped
to different axes, offering the basis for separating differ-
ent ideological leanings. Below, we review the basic math-
ematical background on vanilla VGAEs then describe the
used InfoVGAE.

2CLIP itself is not suitable for near-duplicate detection as it is
generally more broadly indicative of semantic similarity.




