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Abstract

A combination of federal and state-level decision mak-
ing has shaped the response to COVID-19 in the United
States. In this paper we analyze the Twitter narratives
around this decision making by applying a dynamic
topic model to COVID-19 related tweets by U.S. Gov-
ernors and Presidential cabinet members. We use a net-
work Hawkes binomial topic model to track evolving
sub-topics around risk, testing and treatment. We also
construct influence networks amongst government offi-
cials using Granger causality inferred from the network
Hawkes process.

Introduction
By mid-April 2020, the number of active COVID-19 cases
has reached over 2 million and the number of deaths is
over 140,000 world-wide. The United States has the largest
share of confirmed cases (over 670,000) and confirmed
deaths (over 27,000). Without a vaccine yet available, states
throughout the U.S. are attempting to control transmission
and reduce strain on the healthcare system through school
and business closings, along with shelter-in-place orders.
Careful planning and coordination is needed both to mini-
mize risk from the disease, and to minimize the long-term
economic impact.

In the U.S., a combination of federal and state-level deci-
sion making has shaped the country’s response to COVID-
19. The response is quickly evolving, making it difficult to
understand how decision makers have influenced each other,
and whom among the decision makers have emerged as lead-
ers on different topics. To overcome this difficulty, we ana-
lyze the Twitter narrative of various decision makers through
dynamic topic modeling. Specifically, we analyze a dataset
of all COVID-19 related tweets by U.S. Governors, the Pres-
ident, and his cabinet members between January 1st 2020
and April 7th 2020. We use a Hawkes binomial topic model
(HBTM) (Mohler et al. 2016) to track evolving sub-topics
around risk, testing and vaccination/treatment. The model
also allows for estimation of Granger causality (Xu, Fara-
jtabar, and Zha 2016) that we use to construct influence net-
works amongst government officials.
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Our work contributes to the growing body of literature
on social media analytics and COVID-19. A summary of
the most related work is as follows. In (Cinelli 2020), gen-
eral COVID-19 related topic diffusion across different social
media platforms is analyzed. In (Yin et al. 2020), the au-
thors study COVID-19 discussions on Chinese microblogs.
Gender differences in COVID-19 related tweeting is investi-
gated in (Thelwall and Thelwall 2020a) and in (Thelwall and
Thelwall 2020b) the authors analyze consensus and dissent
in attitudes towards COVID-19. Geolocated tweets are used
to estimate mobility indices for tracking social distancing in
(Xu, Dredze, and Broniatowski 2020).

Hawkes Binomial Topic Model
We analyze COVID-19 related tweets by U.S. governors
and cabinet members using a network Hawkes binomial
topic model1 (HBTM) (Mohler et al. 2016) with intensity
λs(t, ~m) at node s in the network determined by,

λs(t, ~m) = µs(t)J0(~m|ps0)+ (1)∑
t>ti

θssiωssie
−ωssi

(t−ti)J1(~m, ~mi|pssioff , p
ssi
on ).

A Hawkes process is a model for contagion in social me-
dia where the occurrence of a post increases the likelihood
of more posts in the near future. In the HBTM, tweets are
represented as bags of words following a Binomial distri-
bution. When viewed as a branching process, the daughter
event bag of words is generated by randomly turning on/off
parent words through independent Bernoulli random vari-
ables.

In Equation 1 events at time ti are associated with a mark
~mi, a vector of size W , the number of words in the over-
all dictionary across events. The binary variables indicate
whether each word is present or absent in the event at time
ti. Spontaneous events occur according to a Poisson process
with rate µs(t) at node s in the network (here a node is ei-
ther a governor or cabinet member). Unlike in (Mohler et al.
2016), we let the spontaneous rate vary in time to reflect the
exponential increase in overall COVID-19 related Twitter
activity (for estimation we use a non-parametric histogram).
The mark vector of spontaneous events is determined by,

J0(~m|ps0) = ps0

∑W

j=1
mj (1− ps0)

W−
∑W

j=1
mj , (2)

1Code and data available at: https://github.com/gomohler/hbtm
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Figure 1: In the HTBM, spontaneous events occur with marks
generated by a binomial random variable over the dictionary of
keywords contained in the data set. Events then trigger offspring
events whose marks are generated by switching parent event words
off (white circle) with probability poff and on (black circle) with
probability pon. Unique events are delineated with dashed lines.
Clusters are groups of parent daughter events connected by trigger-
ing.

which is the product of W independent Bernoulli random
variables with parameters ps0

The parameter θss0 determines the expected number of
tweets by individual s triggered by a tweet by individual
s′ and can be viewed as a measure of influence. The ex-
pected waiting time between a parent-daughter event pair is
given by ω−1ss0 . The mark of a daughter event is determined
by two independent Bernoulli processes. Each word absent,
or “turned off,” in the parent bag of words is added to the bag
of words of the child event with probability pss

0

on . Each word
present in the parent bag of words is deleted with probability
pss

0

off . Thus J1 is given by,

J1(~m, ~mi|pss
0

off , p
ss0

on ) = (3)

(pss
0
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W

~m,~mi
1 (1−pss

0
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W

~m,~mi
2 (pss

0

off )
W

~m,~mi
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0

off )
W

~m,~mi
4 ,

where W ~m,~mi

1 is the number of words present in the child
vector and absent in the parent vector,W ~m,~mi

2 is the number
of words absent in both vectors, W ~m,~mi

3 is the number of
words in the parent vector absent in the child vector, and
W ~m,~mi

4 is the number of words present in both vectors.
After removing stop words we restrict the dictionary to

the W most frequent words, on the order of several hundred
most frequent words across tweets. The Model given by Eq.
1 can be viewed as a branching process and is estimated us-
ing Expectation-Maximization (EM) (Mohler et al. 2016).
Using the EM algorithm for estimation has the added ben-
efit that branching probabilities, estimates of the likelihood
that tweet i was triggered by tweet j, are jointly estimated
with the model:

qij =
θsisjωsisje

−ωsisj
(ti−tj)J1(~mi, ~mj |p

sisj
off , p

sisj
on )

λ(ti, ~mi)
.

(4)

These branching probabilities can then be clustered to gen-
erate families of dynamic topics over time (Mohler et al.
2016).

Related work
We note that Hawkes branching point processes in general
are a popular model for mimicking viral processes on so-
cial media. Previous studies have utilized temporal point
processes to model Twitter (Zhao et al. 2015; Simma and
Jordan 2012), Dirichlet Hawkes processes (Du et al. 2015;
Xu and Zha 2017; Lai et al. 2014), joint models of informa-
tion diffusion and evolving networks (Farajtabar et al. 2017),
Hawkes topic modeling for detecting fake retweeters (Dutta
et al. 2020), and Latent influencers are modeled in (Tan, Rao,
and Neville 2018) using an Indian buffet Hawkes process.
For a review of point process modeling of social media data
see (Kim, Paini, and Jurdak 2020).

Compared to standard LDA-type Hawkes processes, the
HBTM has the advantage that it jointly estimates a network
that can be used to measure influence; additionally, HBTM
automatically detects the number of clusters. The temporal
aspect of HBTM-like dynamic topic models tend to improve
topic coherence in relation to LDA (see Figure 2).

Figure 2: UCI coherence of HBTM vs. LDA when applied
to COVID-19 related tweets by governors and cabinet mem-
bers.

Data
We first collected the verified Twitter handles of all U.S.
state governors, presidential cabinet members, and the pres-
ident (a total of 73 politicians, see Fig. 5 for their han-
dles). Next, we used the Twitter API to query all tweets by
these users during the period of January 1, 2020 to April
7, 2020. We then performed a keyword expansion (Buntain,
McGrath, and Behlendorf 2018; Mohler et al. 2016) to ex-
tract a list of keywords related to COVID-19. This method
iteratively adds keywords to a query list whose frequencies
in the set of matching tweets are significantly higher than
in the general sample. We then scanned the corpus with the
expanded keyword list, obtaining a set of 7881 COVID-19
related tweets by these politicians. These tweets were fur-
ther sorted in time-ascending order and converted to a bag-
of-word representation. The vocabulary was then restricted
to the top 425 words according to frequency.

Results
We cluster the data into space-time topics by sampling the
branching probabilities qij in Equation 4. In particular, we




